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Let $X$ be a real normed space, $Y$ a real Banach space, and let $C_{n}(X, Y)$ denote the space of $n$-times continuously differentiable functions $f: X \rightarrow Y$. We prove that the class $C_{n}$ has the double difference property, that is if $\mathscr{C} f(x, y):=f(x+y)-$ $f(x)-f(y)$ belongs to the space $C_{n}(X \times X, Y)$ then there exists an additive function $A: X \rightarrow Y$ such that $f-A \in C_{n}(X, Y)$. Similar result is also obtained for the Jensen equation. As an application we show that the Cauchy and Jensen equations are stable with respect to large class of seminorms defined by means of derivatives. (C) 1999 Academic Press

## 1. INTRODUCTION

In 1940, S. M. Ulam posed the following problem (cf. [11]).
We are given a group $(X,+)$ and a metric group $(Y,+, d)$. Given $\varepsilon>0$, does there exist a $\delta>0$ such that if $f: X \rightarrow Y$ satisfies

$$
d(f(x+y), f(x)+f(y))<\delta \quad \text { for all } \quad x, y \in X
$$

then a homomorphism $a: X \rightarrow Y$ exists with

$$
d(f(x), a(x))<\varepsilon \quad \text { for all } \quad x \in X ?
$$

This question initiated the stability theory in the Hyers-Ulam. sense. The outline of this theory can be found in the survey papers [1, 2, 4].

Assume that $Y$ is a normed space. For a function $f: X \rightarrow Y$ we put

$$
\|f\|_{\text {sup }}:=\sup _{x \in X}\|f(x)\| \text {. }
$$

Let $\mathscr{C} f$ denote the Cauchy difference of a function $f: X \rightarrow Y$, i.e, let

$$
\mathscr{C} f(x, y):=f(x+y)-f(x)-f(y) \quad \text { for } \quad x, y \in X .
$$

Then the stability question can be reformulated as follows. Given $\varepsilon>0$, does there exist a $\delta>0$ such that if $f: X \rightarrow Y$ satisfies

$$
\|\mathscr{f} f\|_{\text {sup }}<\delta
$$

then an additive function $a: X \rightarrow Y$ exists with

$$
\|f-a\|_{\text {sup }}<\varepsilon ?
$$

It is natural to consider Ulam's question for different norms, not only for the supremum one. The stability problem with respect to $\mathscr{L}_{p}$ norm was considered in [9] and [6] and with respect to Lipschitz norms in [7].

Throughout the paper $X$ and $Y$ will denote a real normed space and a real Banach space, respectively. By $\mathbf{N}$ we denote the set of all nonnegative integers, and by $\mathbf{N}_{+}$the set of all positive integers. Let $f: X \rightarrow Y$ be an $n$-times differentiable function. The $n$th derivative of $f$ will by denoted by $D^{n} f$, and $D^{0} f$ stands for $f$. By $C_{n}(X, Y)$ we denote the space of $n$-times continuously differentiable functions and by $B C_{n}(X, Y)$ the subspace of $C_{n}(X, Y)$ consisting of bounded functions. $C_{\infty}(X, Y)$ stands for the space of infinitely many times differentiable functions.

We assume that we are given a norm in $X \times X$ such that $\left\|\left(x_{1}, x_{2}\right)\right\|$ is a function of $\left\|x_{1}\right\|$ and $\left\|x_{2}\right\|$, and the following condition is satisfied:

$$
\|(x, 0)\|=\|(0, x)\|=\|x\| \quad \text { for } \quad x \in X
$$

For a function $F$ defined in $X \times X$ its partial derivatives will be denoted by $\partial_{1} F, \partial_{2} F$. Let $i_{1}: X \rightarrow X \times X, i_{2}: X \rightarrow X \times X$ be injections defined by

$$
\begin{array}{ll}
i_{1}(x):=(x, 0) & \text { for } \quad x \in X \\
i_{2}(y):=(0, y) & \text { for } \quad y \in X
\end{array}
$$

Let $L: X \times X \rightarrow Y$ be a bounded linear mapping. It follows directly from the assumed conditions on the norm in $X \times X$ that

$$
\begin{aligned}
\left\|L \circ i_{1}\right\| \leqslant\|L\|\left\|i_{1}\right\| & =\|L\|, \\
\left\|L \circ i_{2}\right\| \leqslant\|L\|\left\|i_{2}\right\| & =\|L\| .
\end{aligned}
$$

Therefore if $F: X \times X \rightarrow Y$ is $n$-times differentiable $(n \geqslant 1)$ then

$$
\begin{align*}
\left\|\partial_{1} F(x, y)\right\| & =\left\|D F(x, y) \circ i_{1}\right\| \leqslant\|D F(x, y)\|,  \tag{1.1}\\
\left\|\partial_{2} F(x, y)\right\| & =\left\|D F(x, y) \circ i_{2}\right\| \leqslant\|D F(x, y)\|,
\end{align*}
$$

and

$$
\begin{align*}
& \left\|\partial_{1}^{i-1} \partial_{2} F(x, y)\right\| \leqslant\left\|D^{i} F(x, y)\right\|,  \tag{1.2}\\
& \left\|\partial_{1} \partial_{2}^{i-1} F(x, y)\right\| \leqslant\left\|D^{i} F(x, y)\right\|
\end{align*}
$$

for $i=1, \ldots, n$.
Let $f: X \rightarrow Y$ be any function. We define the Jensen difference of $f$ by

$$
\mathscr{I} f(x, y):=f\left(\frac{x+y}{2}\right)-\frac{f(x)+f(y)}{2},
$$

for $(x, y) \in X \times X$.
Condition $\mathscr{C} f=0(\mathscr{I} f=0)$ mean, that $f$ satisfies the Cauchy (Jensen) equation.

Let $n \in N$, and let $f: X \rightarrow Y$ be $n$-times differentiable. Then $\mathscr{C} f$ and $\mathscr{I} f$ are $n$-times differentiable, and by (1.1) we have

$$
\begin{align*}
\|D f(x+y)-D f(y)\| & \leqslant\|D(\mathscr{C} f)(x, y)\|, \\
\left\|D f\left(\frac{x+y}{2}\right)-D f(y)\right\| & \leqslant 2\|D(J f)(x, y)\| \tag{1.3}
\end{align*}
$$

for $x, y \in X$.
Moreover, for $n \geqslant 2$, we obtain from (1.2)

$$
\begin{align*}
\left\|D^{i} f(x+y)\right\| & \leqslant\left\|D^{i}(\mathscr{C} f)(x, y)\right\| \\
\left\|D^{i} f\left(\frac{x+y}{2}\right)\right\| & \leqslant 2^{i}\left\|D^{i}(J f)(x, y)\right\| \tag{1.4}
\end{align*}
$$

for $x, y \in X, i=2, \ldots, n$.
To avoid distinguishing some cases and to shorten some considerations we will use the following convention. If $m, n \in N, m>n$ then by $\sum_{i=m}^{n} a_{i}$ we mean zero.

## 2. DOUBLE DIFFERENCE PROPERTY

We will prove that the class $C_{n}(X, Y)$ has the so called "double difference property" (cf. [5]), i.e., if $f: X \rightarrow Y$ is such a function that $\mathscr{C} f \in$ $C_{n}(X \times X, Y)$, then there exists an additive function $A: X \rightarrow Y$ such that $f-A \in C_{n}(X, Y)$. A similar property for the Jensen difference will be proved, too. These results will enable us to solve the stability problem of the Cauchy and Jensen equations, with respect to certain class of seminorms in $C_{n}(X, Y)$.

Theorem 2.1. Let $n \in \mathbf{N}_{+} \cup\{\infty\}$, and let $f: X \rightarrow Y$ be such a function that $\mathscr{C f} \in C_{n}(X \times X, Y)$. Then there exists a unique additive function $A_{0}: X \rightarrow Y$ such that $f-A_{0} \in C_{n}(X, Y)$ and $D\left(f-A_{0}\right)(0)=0$. Moreover, then

$$
\begin{array}{rlll}
\left\|D^{k}\left(f-A_{0}\right)(0)\right\| \leqslant\left\|D^{k} \mathscr{C} f(0)\right\| & \text { for } & k \in \mathbf{N}, & k \leqslant n, \\
\left\|D^{k}\left(f-A_{0}\right)\right\|_{\text {sup }} \leqslant\left\|D^{k} \mathscr{C} f\right\|_{\text {sup }} & \text { for } & k \in \mathbf{N} \backslash\{0\}, & k \leqslant n . \tag{2.2}
\end{array}
$$

Proof. We show the first part of the theorem. Let $f_{1}=f-f(0)$. Then $\mathscr{C} f_{1}=\mathscr{C} f+f(0) \in \mathscr{C}_{n}(X \times X, Y)$ and $\mathscr{C} f_{1}(0,0)=0$. Let $x, y \in X$ be arbitrarily fixed. We consider the function

$$
\varphi(t):=\mathscr{C} f_{1}(t x, t y) \quad \text { for } \quad t \in \mathbf{R}
$$

Then we obtain

$$
\begin{aligned}
\mathscr{C} f_{1}(x, y) & =\varphi(1)-\varphi(0)=\int_{0}^{1} D \varphi(t) d t=\int_{0}^{1} D\left(\mathscr{C} f_{1}\right)(t x, t y)(x, y) d t \\
& =\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(t y, t x)(x) d t+\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(t x, t y)(y) d t .
\end{aligned}
$$

Thus

$$
\begin{gather*}
\left(\mathscr{C} f_{1}\right)(x, y)=\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(t y, t x)(x) d t+\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(t x, t y)(y) d t \\
\text { for } \quad x, y \in X \tag{2.3}
\end{gather*}
$$

Notice that

$$
\mathscr{C} f_{1}(x+y, z)+\mathscr{C} f_{1}(x, y)=\mathscr{C} f_{1}(x, y+z)+\mathscr{C} f_{1}(y, z) \quad \text { for } \quad x, y, z \in X
$$

Differentiating both sides of this equality with respect to $z$ at the point $z=0$, we obtain

$$
\begin{equation*}
\partial_{2}\left(\mathscr{C} f_{1}\right)(x+y, 0)=\partial_{2}\left(\mathscr{C} f_{1}\right)(x, y)+\partial_{2}\left(\mathscr{C} f_{1}\right)(y, 0) \quad \text { for } \quad x, y \in X . \tag{2.4}
\end{equation*}
$$

We define $A_{0}: X \rightarrow Y$ by the formula

$$
A_{0}(x):=f_{1}(x)-\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(t x, 0)(x) d t \quad \text { for } \quad x \in X .
$$

We show that $A_{0}$ is additive. Making use of (2.3) and (2.4) we obtain for $x, y \in X$

$$
A_{0}(x+y)-A_{0}(x)-A_{0}(y)
$$

$$
=\mathscr{C} f_{1}(x, y)-\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(t(x+y), 0)(x+y) d t
$$

$$
+\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(t x, 0)(x) d t+\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(t y, 0)(y) d t
$$

$$
=\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(t y, t x)(x) d t+\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(t x, t y)(y) d t
$$

$$
-\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(t x+t y, 0)(x) d t-\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(t x+t y, 0)(y) d t
$$

$$
+\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(t x, 0)(x) d t+\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(t y, 0)(y) d t
$$

$$
=\int_{0}^{1}\left(\partial_{2}\left(\mathscr{C} f_{1}\right)(t y, t x)+\partial_{2}\left(\mathscr{C} f_{1}\right)(t x, 0)-\partial_{2}\left(\mathscr{C} f_{1}\right)(t y+t x, 0)\right)(x) d t
$$

$$
+\int_{0}^{1}\left(\partial_{2}\left(\mathscr{C} f_{1}\right)(t x, t y)+\partial_{2}\left(\mathscr{C} f_{1}\right)(t y, 0)-\partial_{2}\left(\mathscr{C} f_{1}\right)(t x+t y, 0)\right)(y) d t=0 .
$$

It means that $A_{0}$ is additive.
Consider arbitrary $x, h \in X$. We have

$$
\mathscr{C} f_{1}(x, h)=\mathscr{C} f_{1}(x, h)-\mathscr{C} f(x, 0)=\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(x, t h)(h) d t .
$$

Further by (2.4) we obtain

$$
\begin{aligned}
\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(x+t h, 0)(h) d t & =\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(x, t h)(h) d t+\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(t h, 0)(h) d t \\
& =\mathscr{C} f_{1}(x, h)+\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(t h, 0)(h) d t
\end{aligned}
$$

Thus we have

$$
\begin{equation*}
\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(t h, 0)(h) d t=-\mathscr{C} f_{1}(x, h)+\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(x+t h, 0)(h) d t \tag{2.5}
\end{equation*}
$$

for $x, h \in X$.
Now we prove that $f-A_{0}$ is differentiable. Consider arbitrary $x, h \in X$. Making use of the additivity of $A_{0}$ and (2.5) we obtain

$$
\begin{aligned}
& \| f_{1}(x+h)-A_{0}(x+h)-\left(f_{1}(x)-A_{0}(x)\right)-\partial_{2}\left(\mathscr{C} f_{1}\right)(x, 0)(h) \| \\
&=\left\|\mathscr{C} f_{1}(x, h)+\int_{0}^{1} \partial_{2}\left(\mathscr{C} f_{1}\right)(t h, 0)(h) d t-\partial_{2}\left(\mathscr{C} f_{1}\right)(x, 0)(h)\right\| \\
& \quad=\left\|\int_{0}^{1}\left(\partial_{2}\left(\mathscr{C} f_{1}\right)(x+t h, 0)-\partial_{2}\left(\mathscr{C} f_{1}\right)(x, 0)(h)\right) d t\right\| \\
& \quad \leqslant\|h\| \sup _{t \in[0,1]}\left\|\partial_{2}\left(\mathscr{C} f_{1}\right)(x+t h, 0)-\partial_{2}\left(\mathscr{C} f_{1}\right)(x, 0)\right\| .
\end{aligned}
$$

Since $\partial_{2}\left(\mathscr{C} f_{1}\right)=\partial_{2}(\mathscr{C} f)$ is continuous, $\left\|\partial_{2}\left(\mathscr{C} f_{1}\right)(x+t h, 0)-\partial_{2}\left(\mathscr{C} f_{1}\right)(x, 0)\right\|$ is small for small $h$. Hence the function $f-A_{0}=f_{1}-A_{0}+f(0)$ is differentiable at $x$ and

$$
D\left(f-A_{0}\right)(x)=\partial_{2}\left(\mathscr{C} f_{1}\right)(x, 0)=\partial_{2}(\mathscr{C} f)(x, 0)
$$

But $\partial_{2}(\mathscr{C} f) \in C_{n-1}(X \times X, Y)$, and hence $\partial_{2}(\mathscr{C} f)(x, 0) \in C_{n-1}(X, Y)$. Therefore $D\left(f-A_{0}\right) \in C^{n-1}(X, Y)$, i.e., $f-A_{0} \in C^{n}(X, Y)$. Moreover we have

$$
D\left(f-A_{0}\right)(0)=\partial_{2}(\mathscr{C} f)(0,0)=0 .
$$

To prove the uniqueness of $A_{0}$ consider additive functions $A_{1}, A_{2}: X \rightarrow Y$ such that $f-A_{1}, f-A_{2} \in C_{n}(X, Y)$ and $D\left(f-A_{1}\right)(0)=D\left(f-A_{2}\right)(0)=0$. Then $A_{1}-A_{2}$ is additive, $A_{1}-A_{2} \in C_{n}(X, Y)$ and $D\left(A_{1}-A_{2}\right)(0)=0$. It yields that $A_{1}=A_{2}$.

We claim that

$$
\begin{equation*}
\left\|D^{k}\left(f-A_{0}\right)(x)\right\| \leqslant\left\|D^{k}(\mathscr{C} f)(x, 0)\right\| \quad \text { for } \quad x \in X, \quad k \leqslant n, \quad k \in \mathbf{N} \backslash\{0\} . \tag{2.6}
\end{equation*}
$$

Making use of (1.3) and the fact that $D\left(f-A_{0}\right)(0)=0$, we obtain for $x \in X$

$$
\left\|D\left(f-A_{0}\right)(x)\right\|=\left\|D\left(f-A_{0}\right)(x)-D\left(f-A_{0}\right)(0)\right\| \leqslant\|D(\mathscr{C} f)(x, 0)\|,
$$

which proves (2.6) for $k=1$. For $2 \leqslant k \leqslant n, k \in \mathbf{N}$ (2.6) follows directly from (1.4).

The case $k=0$ in (2.1) is trivial. From (2.6) we obtain (2.1) for $k \geqslant 1$ and (2.2).

Theorem 2.1 states, in particular, that the class of infinitely many times differentiable functions has the double difference property. It is natural to ask whether the class of analytic functions has this property. We show that the answer is positive.

Corollary 2.1. Let $f: X \rightarrow Y$ be a function such that $\mathscr{C} f$ is analytic. Then there exists a unique additive function $A_{0}: X \rightarrow Y$ such that $f-A_{0}$ is analytic and $D\left(f-A_{0}\right)(0)=0$.

Proof. By Theorem 2.1 there exists a unique additive function $A_{0}$ : $X \rightarrow Y$ such that $f_{1}:=f-A_{0} \in C_{\infty}(X, Y)$ and $D f_{1}(0)=0$. Then obviously $\mathscr{C} f_{1}=\mathscr{C} f$, and hence $\mathscr{C} f_{1}$ is analytic. Making use of the equality

$$
\partial_{2} \mathscr{C} f_{1}(x, 0)=D f_{1}(x)-D f_{1}(0) \quad \text { for } \quad x \in X,
$$

we obtain that $D f_{1}$ is analytic, and consequently that $f_{1}$ is analytic.
In further considerations the following lemma will play an essential role.
Lemma 2.1. Let $A: X \rightarrow Y$ be an additive function, and let $f: X \rightarrow Y$ be a differentiable function such that $f-A$ is bounded. Let $\varepsilon \in \mathbf{R}_{+} \cup\{\infty\}$ be such that

$$
\begin{equation*}
\sup _{(x, y) \in X \times X}\|D f(x)-D f(y)\| \leqslant \varepsilon . \tag{2.7}
\end{equation*}
$$

Then $A$ is linear continuous and

$$
\sup _{x \in X}\|D f(x)-A\| \leqslant \varepsilon
$$

Proof. Since $f-A$ is bounded,

$$
\begin{equation*}
A(x)=\lim _{n \rightarrow \infty} \frac{f(n x)}{n} \quad \text { for } \quad x \in X \tag{2.8}
\end{equation*}
$$

By the Theorems 1 and 2 of D. H. Hyers (cf. [3]) $A$ is linear continuous. We fix arbitrary $y \in X$. Applying the Mean Value Theorem for the function $f(x)-D f(y)(x)$ and (2.7) we obtain

$$
\|f(x)-D f(y)(x)-f(0)\| \leqslant\left(\sup _{x \in X}\|D f(x)-D f(y)\|\right)\|x\| \leqslant \varepsilon\|x\| .
$$

Replacing in this inequality $x$ by $n x$ and dividing both sides by $n$ we get

$$
\left\|\frac{f(n x)}{n}-D f(y)(x)-\frac{f(0)}{n}\right\| \leqslant \varepsilon\|x\| \quad \text { for } \quad x \in X
$$

Letting $n \rightarrow \infty$ and applying (2.8) we conclude that

$$
\|A(x)-D f(y)(x)\| \leqslant \varepsilon\|x\| \quad \text { for } \quad x \in X
$$

which means that $\|A-D f(y)\| \leqslant \varepsilon$. Since $y$ was arbitrary, we have

$$
\sup _{y \in X}\|A-D f(y)\| \leqslant \varepsilon .
$$

Theorem 2.2. Let $n \in \mathbf{N}_{+} \cup\{\infty\}$, and let $f: X \rightarrow Y$ be such a function that $\mathscr{C} f \in B C_{n}(X \times X, Y)$. Then there exists a unique additive function $A_{\infty}$ : $X \rightarrow Y$ such that $f-A_{\infty} \in B C_{n}(X, Y)$. Moreover, then

$$
\begin{array}{llll}
\left\|D^{k}\left(f-A_{\infty}\right)\right\|_{\text {sup }} \leqslant\left\|D^{k} \mathscr{C} f\right\|_{\text {sup }} & \text { for } & k \in \mathbf{N}, & k \leqslant n, \\
\left\|D^{k}\left(f-A_{\infty}\right)(0)\right\| \leqslant\left\|D^{k} \mathscr{C} f(0)\right\| & \text { for } & k \in \mathbf{N} \backslash\{1\}, & k \leqslant n . \tag{2.10}
\end{array}
$$

Proof. In virtue of Theorem 2.1 there exists an additive function $A_{0}$ : $X \rightarrow Y$ such that $f_{1}:=f-A_{0} \in C_{n}(X, Y)$. Then $\mathscr{C} f_{1}=\mathscr{C} f \in B C_{n}(X \times X, Y)$. It means, in particular, that $\mathscr{C} f_{1}$ is bounded. By the Hyers Theorem there exists an additive function $A_{1}: X \rightarrow Y$ such that

$$
\begin{equation*}
\sup _{x \in X}\left\|f_{1}(x)-A_{1}(x) \leqslant \sup _{(x, y) \in X \times X}\right\| \mathscr{C} f_{1}(x, y) \| . \tag{2.11}
\end{equation*}
$$

We put

$$
A_{\infty}(x):=A_{0}(x)+A_{1}(x) \quad \text { for } \quad x \in X
$$

Clearly $A_{\infty}$ is additive and $f-A_{\infty}=f_{1}-A_{1}$. From (1.3) we obtain

$$
\begin{equation*}
\sup _{(x, y) \in X \times X}\left\|D f_{1}(x)-D f_{1}(y) \leqslant \sup _{(x, y) \in X \times X}\right\| D\left(\mathscr{C} f_{1}\right)(x, y) \| . \tag{2.12}
\end{equation*}
$$

Conditions (2.11) and (2.12) mean that the functions $f_{1}$ and $A_{1}$ satisfy the assumptions of Lemma 2.1 with $\varepsilon=\sup _{(x, y) \in X \times X}\left\|D\left(\mathscr{C} f_{1}\right)(x, y)\right\|$. Hence $A_{1}$ is continuous linear and

$$
\begin{align*}
\sup _{x \in X}\left\|D\left(f-A_{\infty}\right)(x)\right\| & =\sup _{x \in X}\left\|D f_{1}(x)-A_{1}\right\| \\
& \leqslant \sup _{(x, y) \in X \times X}\|D(\mathscr{C f})(x, y)\| . \tag{2.13}
\end{align*}
$$

Making use of (2.11), (2.13), and (1.4) we obtain (2.9). For $k=0$ (2.10) is obvious and for $k \geqslant 2$ it is a trivial consequence of (1.4).

Proposition 2.1. The functions $A_{0}$ and $A_{\infty}$ occuring in Theorems 2.1 and 2.2 can be defined by the formulae

$$
\begin{array}{ll}
A_{0}(x)=: \lim _{n \rightarrow \infty} \frac{f(x / n)-f(0)}{1 / n} & \text { for } x \in X, \\
A_{\infty}(x)=\lim _{n \rightarrow \infty} \frac{f(n x)}{n} & \text { for } x \in X .
\end{array}
$$

Proof. Since $D\left(f-A_{0}\right)(0)=0$, we have for $x \in X, x \neq 0$

$$
\lim _{n \rightarrow \infty} \frac{\left\|f(x / n)-A_{0}(x / n)-f(0)\right\|}{\|x / n\|}=0,
$$

i.e.,

$$
\lim _{n \rightarrow \infty}\left\|A_{0}(x)-n\left(f\left(\frac{x}{n}\right)-f(0)\right)\right\| \cdot \frac{1}{\|x\|}=0,
$$

which yields the first formula for $x \in X, x \neq 0$. It obviously also holds for $x=0$.

The formula for $A_{\infty}$ is a trivial consequence of the fact that the function $f-A_{\infty}$ is bounded.

Comparing the formulae for $A_{0}$ and $A_{\infty}$ one can easily notice that these functions are usually different. The following example shows it explicitly.

Example 2.1. Let $f: X \rightarrow Y$ be a bounded differentiable function. As $f$ is bounded, we obtain that $A_{\infty}=0$. Since $A_{0}=D f(0), A_{0}=A_{\infty}$ if and only if $D f(0)=0$.

## 3. JENSEN DIFFERENCE PROPERTY

Now we are going to prove analogues of Section 2 for the Jensen difference.

Theorem 3.1. Let $n \in \mathbf{N}_{+} \cup\{\infty\}$, and let $f: X \rightarrow Y$ be such a function that $\mathscr{I} f \in C_{n}(X \times X, Y)$. Then there exists a unique Jensen function $F_{0}$ : $X \rightarrow Y$ such that $f-F_{0} \in C_{n}(X, Y)$ and $f(0)=F_{0}(0), D\left(f-F_{0}\right)(0)=0$. Moreover, then

$$
\begin{array}{rlll}
\left\|D^{k}\left(f-F_{0}\right)(0)\right\| \leqslant 2^{k}\left\|D^{k} \mathscr{I} f(0)\right\| & \text { for } & k \in \mathbf{N}, & k \leqslant n \\
\left\|D^{k}\left(f-F_{0}\right)\right\|_{\text {sup }} \leqslant 2^{k}\left\|D^{k} \mathscr{I} f\right\|_{\text {sup }} & \text { for } & k \in \mathbf{N} \backslash\{0\}, & k \leqslant n \tag{3.2}
\end{array}
$$

Proof. We have for $x, y \in X$

$$
\mathscr{C} f(x, y)=f(x+y)-f(x)-f(y)=\mathscr{I} f(2 x, 2 y)-\mathscr{I} f(2 x, 0)-\mathscr{I} f(0,2 y) .
$$

Hence $\mathscr{C} f \in \mathscr{C}_{n}(X \times X, Y)$. By Theorem 2.1 there exists a unique additive function $A_{0}: X \rightarrow Y$ such that $f-A_{0} \in \mathscr{C}_{n}(X, Y)$ and $D\left(f-A_{0}\right)(0)=0$. We put $F_{0}=A_{0}+f(0)$. Since any Jensen function is a sum of an additive function and a constant it is clear that the conditions $F_{0}(0)=f(0)$, $f-F_{0} \in C_{n}(X, Y)$ and $D\left(f-F_{0}\right)(0)=0$ determine $F_{0}$ uniquely. Applying these results, (1.3) and (1.4) we obtain

$$
\left\|D^{k}\left(f-F_{0}\right)(x)\right\| \leqslant 2^{k}\left\|D^{k}(\mathscr{I} f)(2 x, 0)\right\| \quad \text { for } \quad x \in X, \quad k \in \mathbf{N}, \quad k \leqslant n
$$

Thus we get (3.1) for $k \geqslant 1$ and (3.2). (3.1) for $k=0$ is obvious as $\left(f-F_{0}\right)(0)=0$.

The stability question of the Jensen equation with respect to the supremum norm has already been solved (cf. [3], [9], [1]). It was done by reducing the problem to the Cauchy case. The estimation of $f-F$ obtained in this way, namely $\|f-F\|_{\text {sup }} \leqslant 4\|\mathscr{I} f\|_{\text {sup }}$ is not sharp. We obtain a better one (we are indebted to the referee who shortened our original proof of this result).

Proposition 3.1. Let $(S,+)$ be a uniquely 2-divisible commutative semigroup with zero. If a function $f: S \rightarrow Y$ satisfies the inequality

$$
\|\mathscr{I f}\|_{\text {sup }}<\infty
$$

then there exists a unique Jensen function $F: S \rightarrow Y$ such that $F(0)=f(0)$ and

$$
\|f-F\|_{\text {sup }} \leqslant 2\|\mathscr{I} f\|_{\text {sup }}
$$

Proof. We know that there is a Jensen function $F: S \rightarrow Y$ such that $F(0)=f(0)$ and $g=f-F$ is bounded. We have to show that

$$
\|g\|_{\text {sup }} \leqslant 2\|\mathscr{I} f\|_{\text {sup }}
$$

We may assume that $\|\mathscr{I f}\|_{\text {sup }}=1$. Since $g(0)=0$ and $\mathscr{I} g=\mathscr{I} f$, we have

$$
\left\|g(x)-\frac{1}{2} g(2 x)\right\| \leqslant\|\mathscr{I} g\|_{\text {sup }}=1
$$

for every $x \in S$. Therefore

$$
\|g(x)\| \leqslant 1+\frac{1}{2}\|g\|_{\text {sup }}
$$

Since this is true for every $x \in S$, it follows that $\|g\|_{\text {sup }} \leqslant 1+\frac{1}{2}\|g\|_{\text {sup }}$ and $\|g\|_{\text {sup }} \leqslant 2$.

The uniqueness of $F$ is trivial.

Theorem 3.2. Let $n \in \mathbf{N}_{+} \cup\{\infty\}$, and let $f: X \rightarrow Y$ be such a function that $\mathscr{I} f \in B C_{n}(X \times X, Y)$. Then there exists a unique Jensen function $F_{\infty}: X \rightarrow Y$ such that $f-F_{\infty} \in B C_{n}(X, Y)$ and $F_{\infty}(0)=f(0)$. Moreover,

$$
\begin{align*}
& \left\|D^{k}\left(f-F_{\infty}\right)\right\|_{\text {sup }} \leqslant \max \left\{2,2^{k}\right\}\left\|D^{k} \mathscr{I} f\right\|_{\text {sup }} \\
& \quad \text { for } \quad k \leqslant n, \quad k \in \mathbf{N}  \tag{3.3}\\
& \left\|D^{k}\left(f-F_{\infty}\right)(0)\right\| \leqslant 2^{k}\left\|D^{k} \mathscr{I} f(0)\right\| \\
& \text { for } \quad k \leqslant n, \quad k \in \mathbf{N} \backslash\{1\} . \tag{3.4}
\end{align*}
$$

Proof. In virtue of Theorem 3.1 there exists a Jensen function $F_{0}: X \rightarrow Y$ such that $f_{1}:=f-F_{0} \in C_{n}(X, Y)$ and $f_{1}(0)=0$. Then $\mathscr{I} f_{1}=\mathscr{I} f \in$ $B C_{n}(X \times X, Y)$. It implies that $\mathscr{I} f_{1}$ is bounded. By Proposition 3.1 there exists a Jensen function $F_{1}: X \rightarrow Y$ such that $F_{1}(0)=f_{1}(0)=0$ and

$$
\begin{equation*}
\sup _{x \in X}\left\|f_{1}(x)-F_{1}(x)\right\| \leqslant 2 \sup _{(x, y) \in X \times X}\left\|\mathscr{I} f_{1}(x, y)\right\| . \tag{3.5}
\end{equation*}
$$

We put

$$
F_{\infty}(x):=F_{0}(x)+F_{1}(X) \quad \text { for } \quad x \in X
$$

Clearly $F_{\infty}$ is Jensen and $f-F_{\infty}=f_{1}-F_{1}$. From (1.3) we obtain

$$
\begin{equation*}
\sup _{(x, y) \in X \times X}\left\|D f_{1}(x)-D f_{1}(y)\right\| \leqslant 2 \sup _{(x, y) \in X \times X}\left\|D\left(\mathscr{I} f_{1}\right)(x, y)\right\| . \tag{3.6}
\end{equation*}
$$

As $F_{1}$ is Jensen and $F_{1}(0)=0$ we obtain that $F_{1}$ is additive. Conditions (3.5) and (3.6) imply that the functions $f_{1}$ and $F_{1}$ satisfy the assumptions of Lemma 2.1 with $\varepsilon=2 \sup _{(x, y) \in X \times X}\|\mathscr{I} f\|$. Hence $F_{1}$ is continuous linear and

$$
\begin{equation*}
\sup _{x \in X}\left\|D\left(f-F_{\infty}\right)(x)\right\|=\sup _{x \in X}\left\|D f_{1}(x)-F_{1}\right\| \leqslant 2 \sup _{(x, y) \in X \times X}\|D(\mathscr{I} f)(x, y)\| . \tag{3.7}
\end{equation*}
$$

Making use of (3.5), (3.7), and (1.4) we obtain (3.3). For $k=0$ (3.4) is trivial and for $k \geqslant 2$ it is a direct consequence of (1.4).

The uniqueness of $F$ follows from Proposition 3.1.

## 4. STABILITY

In subspaces of $C_{n}(X, Y)$ one can consider different norms defined in terms of $\left\|D^{i} f(0)\right\|,\left\|D^{i} f\right\|_{\text {sup }}$ for $i \leqslant n$. For example the following norms

$$
\begin{align*}
& \|f\|:=\sum_{i=0}^{n-1}\left\|D^{i} f(0)\right\|+\left\|D^{n} f\right\|_{\text {sup }},  \tag{4.1}\\
& \|f\|:=\max _{i=0, \ldots, n}\left\|D^{i} f\right\|_{\text {sup }} \tag{4.2}
\end{align*}
$$

are used very often. Obviously several other natural norms can be introduced. Our aim is not to restrict to any particular norm, and therefore we will formulate our results in a possibly general setting.

Let $n \in \mathbf{N} \cup\{\infty\}$ be fixed. In the set $[0, \infty]^{2 n}$ we introduce the following order

$$
\left(x_{1}, x_{2}, \ldots\right) \leqslant\left(y_{1}, y_{2}, \ldots\right)
$$

iff $x_{i} \leqslant y_{i}$ for $i \in \mathbf{N}, i \leqslant 2 n$.
Let $p:[0, \infty]^{2 n} \rightarrow[0, \infty]$ be any function satisfying the following conditions

$$
\begin{align*}
& \text { (i) } p(x+y) \leqslant p(x)+p(y) \text { for } x, y \in[0, \infty]^{2 n},  \tag{i}\\
& \text { (ii) } p(\alpha x)=\alpha p(x) \text { for } x \in[0, \infty]^{2 n}, \alpha \in[0, \infty)(0 \cdot \infty=0) \text {, } \\
& \text { (iii) } x \leqslant y \Rightarrow p(x) \leqslant p(y) \text { for } x, y \in[0, \infty]^{2 n} .
\end{align*}
$$

From (ii) we obtain that $p(0)=0$.
We define the mapping $\Phi: C_{n}(X, Y) \rightarrow[0, \infty]^{2 n}$ by the formula

$$
\Phi(f):=\left(\|f(0)\|,\|f\|_{\text {sup }},\|D f(0)\|,\|D f\|_{\text {sup }}, \ldots\right)
$$

and put

$$
\left.S_{p}(X, Y):=\left\{f \in C_{n}(X, Y): p(\Phi)(f)\right)<\infty\right\} .
$$

Since $p(0)=0, S_{p}$ contains at least the zero function. It is easy to notice that $S_{p}$ is a linear space and that $p \circ \Phi \mid S_{p}$ is a seminorm. We will denote this seminorm by $\|\cdot\|_{p}$. The same notations we will apply for the space $C_{n}(X \times X, Y)$.

Theorem 4.1. Let $f: X \rightarrow Y$ be such a function that $\mathscr{C} f \in S_{p}(X \times X, Y)$. We additionally assume that the function $p$ does not depend on the second or third variable.

Then there exists an additive function $A: X \rightarrow Y$ such that $f-A \in S_{p}(X, Y)$ and

$$
\|f-A\|_{p} \leqslant\|\mathscr{C} f\|_{p}
$$

Proof. Assume that $\mathscr{C} f \in S_{p}(X \times X, Y)$. Suppose that $p$ does not depend on the second variable. Then $p(0, \infty, 0, \ldots)=p(0,0,0, \ldots)=0$. By Theorem 2.1 there exists an additive function $A_{0}: X \rightarrow Y$ satisfying conditions (2.1) and (2.2). Then $\Phi\left(f-A_{0}\right) \leqslant \Phi(\mathscr{C} f)+(0, \infty, 0,0, \ldots)$ and hence

$$
\left.p\left(\Phi\left(f-A_{0}\right)\right) \leqslant p(\phi(\mathscr{C} f)+(0, \infty, 0, \ldots)) \leqslant p(\Phi)\left(\mathscr{C} f_{0}\right)\right)+0
$$

i.e.,

$$
\left\|f-A_{0}\right\|_{p} \leqslant\|\mathscr{C} f\|_{p} .
$$

Suppose now that $p$ does not depend on the third variable. If $\mathscr{C} f \in$ $B C_{n}(X \times X, Y)$ then by Theorem 2.2 there exists an additive function $A_{\infty}$ such that conditions (2.9) and (2.10) are satisfied. Hence $\Phi\left(f-A_{\infty}\right) \leqslant$ $\Phi(\mathscr{C} f)+(0,0, \infty, 0, \ldots)$ and consequently

$$
\left\|f-A_{\infty}\right\|_{p} \leqslant\|\mathscr{C} f\|_{p} .
$$

If $\mathscr{C} f$ is unbounded then $\|\mathscr{C} f\|_{\text {sup }}=\infty$. By Theorem 2.1 we can find an additive function such that the conditions (2.1) and (2.2) hold. Then $\Phi\left(f-A_{0}\right) \leqslant \Phi(\mathscr{C} f)$ and hence

$$
\left\|f-A_{0}\right\|_{p} \leqslant\|\mathscr{C} f\|_{p} .
$$

One can easily notice that if we define for $n \in \mathbf{N}_{+}$

$$
\begin{equation*}
p\left(x_{1}, x_{2}, \ldots, x_{2 n}\right):=\sum_{i=0}^{n-1} x_{2 i+1}+x_{2 n}, \tag{4.3}
\end{equation*}
$$

or

$$
\begin{equation*}
p\left(x_{1}, x_{2}, \ldots, x_{2 n}\right):=\max _{i=1, \ldots, n}\left\{x_{2 i}\right\}, \tag{4.4}
\end{equation*}
$$

then we would obtain stability of the Cauchy equation in the norms defined by the formulae (4.1) or (4.2).

The following example shows that the estimation of $f-A$ obtained in Theorem 4.1 for $n=2$ and the norm defined by the formula (4.4) is sharp.

Example 4.1. Let $n=2$ and let $p$ be defined as in (4.4). Let the norm in $X \times X$ be defined by

$$
\left\|\left(x_{1}, x_{2}\right)\right\|=\left|x_{1}\right|+\left|x_{2}\right| \quad \text { for } \quad x_{1}, x_{2} \in \mathbf{R},
$$

and let

$$
f(x)=\arctan x \quad \text { for } \quad x \in \mathbf{R} .
$$

One can check easily that for a fixed $y \in \mathbf{R}$

$$
\sup _{x \in \mathbf{R}}|\mathscr{C} f(x, y)|=|\arctan | .
$$

Hence

$$
\sup _{x \in \mathbf{R}}|\mathscr{C} f(x, y)|=\frac{\pi}{2} .
$$

We will calculate $\sup _{(x, y) \in \mathbf{R} \times \mathbf{R}}\|D(\mathscr{C} f)(x, y)\|$. Fix arbitrarily $x, y \in \mathbf{R}$. Then we obtain

$$
\begin{aligned}
\|D(\mathscr{C} f)(x, y)\|= & \sup _{\left\|\left(h_{1}, h_{2}\right)\right\|=1} \left\lvert\,\left(\frac{1}{1+(x+y)^{2}}-\frac{1}{1+x^{2}}\right) h_{1}\right. \\
& \left.+\left(\frac{1}{1+(x+y)^{2}}-\frac{1}{1+y^{2}}\right) h-2 \right\rvert\, \\
\geqslant & \max \left\{\left|\frac{1}{1+(x+y)^{2}}-\frac{1}{1+x^{2}}\right|,\left|\frac{1}{1+(x+y)^{2}}-\frac{1}{1+y^{2}}\right|\right\} .
\end{aligned}
$$

On the other hand, we have

$$
\begin{aligned}
\|D(\mathscr{C} f)(x, y)\| \leqslant & \sup _{\left\|\left(h_{1}, h_{2}\right)\right\|=1}\left(\left|\frac{1}{1+(x+y)^{2}}-\frac{1}{1+x^{2}}\right|\left|h_{1}\right|\right. \\
& \left.+\left|\frac{1}{1+(x+y)^{2}}-\frac{1}{1+y^{2}}\right|\left|h_{2}\right|\right) \\
& \leqslant \max \left\{\left|\frac{1}{1+(x+y)^{2}}-\frac{1}{1+x^{2}}\right|,\left|\frac{1}{1+(x+y)^{2}}-\frac{1}{1+y^{2}}\right|\right\} .
\end{aligned}
$$

Thus we have

$$
\|D(\mathscr{C} f)(x, y)\|=\max \left\{\left|\frac{1}{1+(x+y)^{2}}-\frac{1}{1+x^{2}}\right|,\left|\frac{1}{1+(x+y)^{2}}-\frac{1}{1+y^{2}}\right|\right\}
$$

for $x, y \in \mathbf{R}$.
Hence we obtain

$$
\sup _{\left(h_{1}, h_{2}\right) \in \mathbf{R} \times \mathbf{R}}\|D(\mathscr{C} f)(x, y)\|=1,
$$

and consequently

$$
\|\mathscr{C} f\|_{p}=\max \left\{\frac{\pi}{2}, 1\right\}=\frac{\pi}{2} .
$$

Since $f$ is bounded, the unique additive function which approximates $f$ is $A \equiv 0$. Then

$$
\|f-A\|_{p}=\max \left\{\sup _{x \in \mathbf{R}}|f(x)|, \sup _{x \in \mathbf{R}}|D f(x)|\right\}=\max \left\{\frac{\pi}{2}, 1\right\}=\frac{\pi}{2} .
$$

Making use of Theorems 3.1, 3.2 by the similair reasoning as in Theorem 4.1, one can get the following stability result on the Jensen equation.

Theorem 4.2. Let $n \in \mathbf{N}_{+}$, and let $f: X \rightarrow Y$ be such a function that $\mathscr{I} f \in S_{p}(X \times X, Y)$. We additionally assume that $p$ does not depend on the second or third variable.

Then there exists a Jensen function $F: X \rightarrow Y$ such that $f-F \in S_{p}(X, Y)$ and

$$
\|f-F\|_{p} \leqslant 2^{n}\|\mathscr{I} f\|_{p}
$$

## REFERENCES

1. G. L. Forti, Hyers-Ulam stability of functional equations in several variables, Aequations Math. 50 (1995), 143-190.
2. R. Ger, A survey of recent results on stability of functional equation, in "Proc. of the 4th International Conference on Functional Equations and Inequalities," pp. 5-36, Pedagogical Univ., Cracow, 1994.
3. D. H. Heyers, On the stability of the linear functional, Proc. Nat. Acad. Sci. U.S.A. 27 (1941), 222-224.
4. D. H. Hyers and Th. M. Rassias, Approximate homomorphisms, Aequationes Math. 44 (1992), 125-153.
5. M. Laczkovich, Functions with measurable differences, Acta. Math. Acad. Sci. Hungar 35 (1980), 217-235.
6. S. Siudut, Cauchy difference operator in $\mathscr{L}^{p}$ spaces, manuscript.
7. Jacek Tabor, Lipschitz stability of the Cauchy and Jensen equation, Results Math. 32, No. 1-2 (1997), 133-144.
8. Józef Tabor, Restricted stability of the Cauchy and Pexider equations, Zeszyty Nauk. Politech. Ślagskiej 64 (1991), 203-221.
9. Józef Tabor, Stability of the Cauchy type equations in $\mathscr{L}_{p}$ norms, Results Math. 32, No. 1-2 (1997), 145-158.
10. E. Turdza, Stability of Cauchy equations, Ann. Ecole Norm. Sup. Cracovie 97 (1985), 141-145.
11. S. M. Ulam, "A Collection of Mathematical Problems," Interscience, New York, 1960.
